**Gérard Berry : « L’ordinateur est complètement con »**

« Fondamentalement, l’ordinateur et l’homme sont les deux opposés les plus intégraux qui existent. » Entretien avec Gérard Berry, informaticien et professeur au Collège de France, médaille d’or 2014 du CNRS.
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Un week-end pour réfléchir

Nous avons puisé dans notre collection de grands entretiens pour vous concocter un week-end de réflexion sur les enjeux du numérique, histoire de bien attaquer cette nouvelle année scolaire. Pour encourager les travaux sur ces sujets, Rue89 [lance](http://rue89.nouvelobs.com/2016/06/27/rue89-fabernovel-institute-lancent-prix-talents-recherche-264457%22%20%5Ct%20%22_blank) d'ailleurs avec le Fabernovel Institute les Prix des Talents de la recherche. Ce concours, ouvert jusqu'au 27 septembre, s'adresse aux jeunes chercheurs. A la clé : 5 000 euros de prix. **Mathieu Deslandes**

Gérard Berry est un des plus grands informaticiens français. Ancien élève de Polytechnique, il est [professeur au Collège de France](http://www.college-de-france.fr/site/gerard-berry/%22%20%5Cl%20%22course%22%20%5Ct%20%22_blank), membre de l’Académie des sciences et de l’Académie des technologies.

Et Gérard Berry s’intéresse à des choses qui nous intéressent : le bug, la sécurité informatique, l’art de la programmation. Surtout, il a la grande qualité de parler simplement de problèmes compliqués.

Il a reçu la médaille d’or 2014 du CNRS, qui récompense chaque année un chercheur, toute discipline confondue. Il est très rare qu’un informaticien soit primé. L’occasion d’une conversation sur l’état de l’informatique, de nos relations à l’ordinateur, de ce qui a échoué et de ce qu’il faut espérer.

**Rue89 : Vous avez commencé l’informatique à la fin des années 60. Qu’est-ce qui, dans ce qui se passe aujourd’hui, vous semble le plus étonnant par rapport à ce que vous imaginiez à l’époque ?**



Gérard Berry - [College-de-France.fr](http://www.college-de-france.fr/site/gerard-berry/%22%20%5Cl%20%22course%22%20%5Ct%20%22_blank)

**Gérard Berry :** Je ne suis pas étonné. J’ai toujours pensé que ça se passerait comme ça. Peut-être parce que, déjà à l’époque, mon opinion sur ces questions n’était pas très classique. Alors que tout le monde en France s’intéressait à la matière et à l’énergie, je pensais que l’information était un truc complètement génial.

Par exemple, j’étais fasciné par le petit bouton rouge de la bombe atomique. Je me disais  : « Quand quelqu’un appuie sur ce bouton, il y a un seul bit d’information qui passe et la Terre peut sauter, c’est pas mal comme levier. »

L’information, c’est extraordinairement puissant et complètement uniforme, c’est léger, ça se fout du support. Qu’elle soit sur un disque, une clé USB ou autre, l’information est la même. Par ailleurs, elle se reproduit instantanément.

Je trouvais ces pouvoirs extraordinaires. Je me disais que tout ça allait littéralement exploser quand on allait s’en rendre compte.

**Mais vous pourriez être étonné par des choses plus concrètes  : la miniaturisation, l’informatique qui se diffuse dans des secteurs où l’on ne l’attendait pas...**

Ben non, la miniaturisation est une question qui a été connue très tôt. La [loi de Moore](http://fr.wikipedia.org/wiki/Loi_de_Moore%22%20%5Ct%20%22_blank) date de 1965. Elle n’a jamais été démentie depuis. Ça fait juste 40 ans que ça dure...

Mais il y a quand même eu un vrai déclic. Petit, j’étais fasciné par les dessins animés où Mickey peignait d’un seul coup de pinceau un damier noir et blanc sur son mur. En physique, c’est le comble de l’impossible. Et tout à coup, en 1984, sort le premier Mac, avec MacPaint, qui permet de faire exactement ça sur son écran. Là, je me suis dit  : « Ça y est, l’informatique est née et c’est “no limits”. »

**Et si on inversait la question  : vous n’avez pas de déception  ?**

Non, parce que j’étais certain qu’il allait se passer une très grande révolution mais je n’avais pas d’attente précise. Je pensais bien qu’il y aurait de l’imprévu. Et c’est ce qui est arrivé.

En 1995, j’ai habité un moment donné à Palo Alto chez un copain qui s’appelait [Louis Monier](http://fr.wikipedia.org/wiki/Louis_Monier_%28programmeur%29%22%20%5Ct%20%22_blank). Son projet chez Digital Equipment avait été arrêté, et pendant les vacances, avec d’autres copains, il avait décidé de fabriquer [AltaVista](http://fr.wikipedia.org/wiki/AltaVista%22%20%5Ct%20%22_blank), qui est devenu le premier moteur de recherche. Je lui disais : « Ça sert à quoi ton truc  ? C’est complètement inutile.  » Bon...

Je peux dire que le moteur de recherche, après le damier, a été la plus grosse surprise.

**Pourquoi est-si surprenant le moteur de recherche ?**

Parce que ça fait des choses que les hommes sont incapables de faire. C’est ce qui m’a toujours plu dans l’informatique.

Rechercher dans des milliards de fichiers en un temps négligeable, l’homme ne peut pas le faire. Un moteur de recherche, c’était quelque chose d’impossible, c’était même impossible d’en avoir l’idée. En informatique, très souvent, ce n’est pas la réalisation qui est le plus dur, c’est l’idée.

Et du même coup, on a complètement oublié comment on faisait pour travailler avant les moteurs de recherche. C’est une autre question passionnante : la transition entre les générations. Ça me rappelle l’histoire de cette gamine de 10 ans qui demande à sa mère :

«  Mais maman, je ne comprends pas. Tu m’as dit que quand tu étais petite, tu n’avais pas d’ordinateur, comment est-ce que tu faisais pour aller sur Internet  ?  »

La petite fille n’imagine pas un monde sans Internet. Internet, pour elle, c’est comme l’herbe ou l’arbre, ça fait partie du monde.

Je n’ai jamais été déçu par l’informatique. J’ai été déçu par les gens, par l’absence complète de compréhension de ce qui se passait dans notre pays. Mais ce qui se passe, c’est cool.

**Vous dites : « Ça permet à l’homme de faire des choses qu’il est incapable de faire. » Sans doute. Mais en même temps, on a connu des déceptions sur la capacité de l’ordinateur à faire des choses que les hommes font assez facilement. C’est tous les errements de ce qu’on appelle l’intelligence artificielle.**

Je n’ai jamais été déçu par l’intelligence artificielle parce que je n’ai pas cru une seule seconde en l’intelligence artificielle. Jamais.

Je n’ai jamais cru que les robots pourraient faire des actions intelligentes. On dit : « Mais l’ordinateur sait jouer aux échecs. » Oui, ça prouve que les échecs sont un jeu facile, c’est tout. C’est dur pour les hommes, mais ce n’est pas dur en soi. Un homme ne sait pas faire une addition. En revanche, il sait composer de la musique.

**Et est-ce qu’aujourd’hui, vous changez d’avis en voyant les progrès de ces dernières années en intelligence artificielle ?**

Non. Bien sûr, l’intelligence artificielle a énormément apporté à l’informatique. Des concepts fondamentaux comme les langages fonctionnels, les langages objets, le traitement de l’image, l’interface homme-machine sont nés de gens qui pensaient faire de l’intelligence artificielle, et qui souvent s’en sont écartés.

Elaine (Julie Hagerty) et l’ordinateur ROK

« Y a-t-il enfin un pilote dans l’avion », Ken Finkleman, 1982. Via le Tumblr [Space Suits You](http://spacesuitsyou.tumblr.com/%22%20%5Ct%20%22blank)

Fondamentalement, l’ordinateur et l’homme sont les deux opposés les plus intégraux qui existent. L’homme est lent, peu rigoureux et très intuitif. L’ordinateur est super rapide, très rigoureux et complètement con. On essaie de faire des programmes qui font une mitigation entre les deux. Le but est louable. Mais de là à y arriver...

**Vous dites que les hommes vous ont déçu. En quoi ?**

En France, on n’a pas cru en l’informatique. On a dit que c’était une mode et que ça allait passer. Ça, ça m’a beaucoup déçu. Dans les années 80, dans les grandes écoles, on se demandait si l’informatique était un sujet ou pas. En 1985, à l’X [surnom de Polytechnique, ndlr], on se demandait encore s’il fallait l’enseigner. Dans d’autres écoles, on se posait encore ces questions en 2000.

**Comment vous l’expliquez  ?**

La France est un pays minier, orienté vers la matière et l’énergie. On a fait le TGV, l’Airbus, mais on n’a jamais fabriqué un ordinateur décent. Raisonner sur la matière et l’énergie, et raisonner sur l’information, c’est très différent.

**Et quelles sont les conséquences de cet aveuglement  ?**

On le paie par des retards considérables. Sur la scène industrielle, on a beau expliquer qu’on est très forts et très innovants, les autres n’ont pas l’air au courant.

En logiciel, on n’a jamais trop existé, sauf dans des domaines très précis où on est très forts. Mais regardez l’imagerie médicale, on était leader mondial et on s’en est séparé, parce qu’on a considéré que c’était un domaine sans avenir.

**Ça, c’est de l’ordre de l’erreur industrielle, mais en quoi est-ce aussi une erreur intellectuelle  ?**

Dans toute révolution, quand on est derrière, on a l’air con. Et on le voit très bien dans le système de décision français où les gens sont très ignorants de l’informatique ; on y parle des problèmes du passé.

Par exemple, on vient de se rendre compte qu’il y avait des problèmes de sécurité des données personnelles dans les réseaux. Il est temps. Sauf que que les vrais problèmes de sécurité, ils vont se poser maintenant dans les voitures et dans les systèmes intégrés.

**Pourquoi les systèmes embarqués et les objets connectés vont-ils poser des problèmes de sécurité informatique ?**

Déjà parce qu’il y a beaucoup plus d’objets que d’hommes. La plupart des ordinateurs sont embarqués, il faut s’y faire. 98% de l’informatique est dans les objets, sans contact direct avec l’homme.

C’est très bien de s’inquiéter de la sécurité de son téléphone, mais les freins de sa bagnole, c’est autrement plus critique. Or des gens ont montré qu’on pouvait prendre [le contrôle des freins](http://www.industrie-techno.com/voiture-connectee-nouvel-eldorado-pour-hackers.24583%22%20%5Ct%20%22_blank) et les désarmer, à distance. Tout ça est ignoré. Il serait temps de s’occuper de ce problème avant qu’il ne devienne vraiment emmerdant.

**Pour un informaticien, en quoi la sécurité informatique pose un problème théorique intéressant  ?**

C’est un des problèmes les plus durs à résoudre parce qu’on doit prouver qu’un système marche contre un ennemi omnipotent. Or l’omnipotence est, par essence, indéfinissable.

Prenons un algorithme de cryptage comme [RSA](http://fr.wikipedia.org/wiki/Chiffrement_RSA%22%20%5Ct%20%22_blank). On peut montrer qu’en 4096 bits, la complexité des calculs nécessaires pour le casser est inaccessible aux machines actuelles. C’est donc un code sûr. Mais, en fait, pas vraiment. [Adi Shamir](http://fr.wikipedia.org/wiki/Adi_Shamir%22%20%5Ct%20%22_blank), le S de RSA, a réussi à casser un code 4096 bits en écoutant le bruit que faisait son ordinateur sur un téléphone. C’est ce qu’on appelle un canal caché. On n’avait pas pensé à ça.

La sécurité informatique consiste à montrer qu’un truc marche contre un ennemi dont on ne connaît pas les armes. C’est donc un problème scientifiquement impossible, parce qu’on ne peut pas le poser correctement.

**La sécurité informatique est donc une discipline vouée, soit à une paranoïa folle consistant à imaginer l’inimaginable, soit à l’échec  ?**

Au contraire, elle est vouée au compromis. Son postulat c’est : toute attaque est imaginable, mais il faut la rendre trop chère. Un système est sûr non pas quand il est inattaquable – ce qui est théoriquement impossible –, mais quand ça coûte trop cher de l’attaquer.

La sécurité informatique consiste d’abord à s’assurer que les algorithmes ne sont pas faux. Un algorithme faux est une faille.

**Et vous avez beaucoup travaillé sur le bug. Une question bête  : comment est-il encore possible qu’il y ait des bugs  ?**

La question serait plutôt  : comment est-il possible qu’il n’y en ait pas  ?

Au départ, on a toujours la même opposition : l’homme qui va penser le programme, l’écrire et le tester. Et l’ordinateur qui va l’exécuter. L’homme est incomplet, incapable d’examiner les conséquences de ce qu’il fait. L’ordinateur, au contraire, va implémenter toutes les conséquences de ce qui est écrit. Si jamais, dans la chaîne de conséquences, il y a quelque chose qui ne devrait pas y être, l’homme ne s’en rendra pas compte, et l’ordinateur va foncer dedans. C’est ça le bug.
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Un homme n’est pas capable de tirer les conséquences de ses actes à l’échelle de milliards d’instructions. Or c’est ça que va faire le programme, il va exécuter des milliards d’instructions.

Mais il existe des méthodes mathématiques, et informatisées, qui permettent de faire des calculs dont le principe est proche de celui de raisonnements humains, avec en plus les caractéristiques de l’informatique, c’est-à-dire sans aucun humour, sans aucune fatigue, et sans aucune erreur.

**Ces programmes ne consistent donc pas à tester dans toutes ses possibilités ?**

C’est beaucoup plus malin de faire autrement. Avec un autre ordre de preuve. Comme en mathématiques.

Prenons le très vieux théorème grec : « Il existe une infinité de nombres premiers. » C’est impossible à prouver par l’énumération, puisqu’il faudrait un temps infini. On va donc utiliser les mathématiques. Les mathématiques consistent à avoir des arguments d’un autre ordre pour montrer qu’il existe une infinité de nombres premiers.

De plus en plus, on a recours à ce type de preuves – dites formelles – pour vérifier la solidité des programmes informatiques.

**Comment expliquez-vous alors que quand on achète un smartphone, il y ait des bugs dans les applications, le système d’exploitation, etc.  ?**

Parce que tout ça est fabriqué par des hommes qui n’ont pas la préoccupation de faire juste.

**Pourquoi  ?**

Parce que leur préoccupation est de faire des sous. Et que ça ne dérange pas trop les clients. Un smartphone qui a des bugs, on le reboote, et voilà.

Dans un smartphone, il y a approximativement 50 millions de lignes de code. C’est gigantesque. On ne peut pas imprimer 50 millions de lignes de code. Il faudrait 500 000 pages de chacune 100 lignes. Sur ces 50 millions, la moitié ont été écrites par des débutants. Et puis, quand les applis sont mises en service, elles ne sont pas cuites. C’est comme si quelqu’un ouvrait un resto et apprenait la cuisine en même temps.

Ça ne marche avec les smartphones que parce que les gens sont très tolérants. On est beaucoup moins tolérant dans un avion.

**Et pourtant, même dans les avions où les systèmes embarqués sont très sûrs, il peut y avoir des accidents à cause de problèmes de sondes, comme dans [le cas du Rio-Paris](http://fr.wikipedia.org/wiki/Vol_447_Air_France%22%20%5Cl%20%22Rapport_final_du_BEA%22%20%5Ct%20%22_blank)...**

Les sondes Pitot, c’est un capteur majeur. Si on ne donne pas la bonne information à l’informatique, elle fait n’importe quoi. Mais ce n’est pas un problème informatique à proprement parler. Les accidents sont rarement le fait de problèmes strictement informatiques. Le plus souvent, c’est le fait de l’interaction homme-machine.

Dans l’avion classique, l’homme a des sensations. Avec un système embarqué, il n’a pas de sensation. Dans le cas de cet accident, on peut supposer que les hommes, ne comprenant pas la logique avec laquelle fonctionne l’ordinateur et n’acceptant pas cette logique, aient agi contre la machine.

L’interface homme-machine est souvent centrale. Il y a très peu de temps qu’on sait faire des systèmes intuitifs, comme les smartphones par exemple. Rappelez-vous les premières machines pour acheter des tickets à Orlyval, il fallait mettre des travailleurs d’utilité collective à côté pour aider les gens à acheter leur ticket. C’est très dur de rendre l’informatique intuitive.

**Pourquoi c’est si dur ?**

On revient toujours au même problème du gouffre entre l’intelligence humaine et la connerie de la machine. Programmer, ça consiste à combler un gouffre absolu entre l’intelligence et la connerie. Quand j’enseignais à des petits, je leur donnais comme consigne  : « Essayer d’être aussi bêtes qu’un ordinateur. » Les enfants me répondaient  : « C’est trop difficile. »

**Des gens pensent – et écrivent – que le fait de côtoyer des machines en permanence nous rend plus bêtes. Vous en dites quoi  ?**

Je n’y crois pas une seule seconde. Côtoyer un moteur électrique n’a jamais abêti personne. Mais c’est une très vieille discussion, elle a commencé avec les textes expliquant que l’écriture abêtit les gens. Ça ne les abêtit pas. Ça les rend juste différents.

**Différents en quoi  ?**

Des choses qui étaient difficiles deviennent triviales. Et des choses qui étaient très faciles deviennent difficiles. Avant, il était impossible de savoir quand allait arriver notre bus, maintenant c’est trivial : c’est affiché.

**D’accord, mais en quoi ça nous change ?**

Ça change vachement. On évite de perdre son temps à attendre le bus, on peut marcher. C’est peut-être mineur, mais à la fin de la journée, ça n’est pas rien.

**Et qu’est-ce que l’informatique rend plus compliqué ?**

Les relations humaines. Quand on voit des gens qui sont en permanence accrochés à leur smartphone, qui ne s’aperçoivent même pas qu’il y a des gens qui sont autour d’eux, on constate que la relation humaine est modifiée. Mais je ne suis pas sûr que ça durera longtemps.

On l’a vu avec les téléphones portables. Au début, c’était épuisant parce qu’ils sonnaient tout le temps. Aujourd’hui, les jeunes ne téléphonent plus. Les téléphones portables ne sonnent plus. Ils vibrent dans leur poche. Ceux qui crient dans les wagons de TGV, ce sont les vieux, pas les jeunes. Ce qui montre bien que les problèmes peuvent être transitoires.

**Pourquoi, depuis le début de vos travaux, la question du temps vous a-t-elle autant intéressé ?**

Le temps m’intéresse d’abord parce que c’est le plus grand mystère. Personne ne l’a jamais compris. L’espace, on le comprend parce qu’il est réversible : on se promène dedans et on revient. Le temps, non. Il n’a qu’une seule direction. On ne revient pas. On ne peut pas le remonter.

En physique, on ne sait pas ce qu’est le temps. D’ailleurs, à l’heure actuelle, on sait qu’on ne pourra pas savoir ce que c’est. On ne peut même plus faire des horloges, on ne peut même plus définir la seconde. Depuis Einstein, on savait en théorie qu’on ne peut plus définir de temps commun à tout le monde. Maintenant, on sait que c’est vrai en voyant que les horloges hyper précises ne sont pas synchrones. Et ça nous gêne, parce qu’énormément de processus dépendent du temps. Par exemple, le téléphone portable, c’est une gestion très complexe du temps.

Et pendant très longtemps, l’informatique a pris grand soin de ne pas parler du temps. Ou alors juste en termes de temps de calcul, mais le temps de calcul, ça ne parle pas du temps. Et d’ailleurs, dans des langages comme C, Pascal, Java, il n’y a rien qui parle du temps ou des événements.

**Et quelle est la chose dont vous savez que vous ne la verrez pas parce que vous ne vivrez pas assez longtemps pour la voir, mais dont vous savez que ça va arriver parce que l’informatique la rend possible ?**

La compréhension de ce que c’est qu’une langue. L’informatique nous permet de comprendre beaucoup mieux ce genre de choses. Mais ça va être très long parce que la langue est un phénomène très compliqué.

**Qu’est-ce qu’il faudrait comprendre ?**

Pourquoi les langues sont foutues comme ça. Pourquoi elles sont aussi ambiguës et aussi compréhensibles en même temps.

La langue m’intéresse aussi parce que, qu’est-ce que programmer un ordinateur ? C’est parler à quelqu’un de totalement obéissant, qui ne pose jamais de question, qui ne s’ennuie jamais. Quand on y pense, c’est une activité belle et absurde de parler à un abruti aussi absolu que l’ordinateur.
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**Article initialement publié le 1er février 2015.**