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Convincing people who doubt the validity of climate
change and evolution to change their beliefs requires
overcoming a set of ingrained cognitive biases

By Douglas T. Kenrick, Adam B. Cohen, Steven L. Neuberg

Scientific thinking often encounters ambivalent
responses. Acclaim follows the arrival of heavier-
than-air flying machines or the smartphone. Buta
finding challenging the political or religious status
quo can trigger censure and opposition.
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How do the results of evidence-based research get
the hearing that they deserve? Simply presenting
alitany of facts is not enough. In fact, this approach
can backfire because of humans’ propensity to forgo
rational decision making.

Psychologists who study thinking patterns have
devised strategies to counteract our tendency to
take mental shortcuts, to reinforce preexisting beliefs
and to succumb to the pressures exerted by other
members of the various groups to which we belong.
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Yet a consensus about what constitutes a fact does not
always come so readily. Take a glance at your online news feed.
On a regular basis, government decision makers enact policies
that fail to heed decades of evidence on climate change. In pub-
lic opinion surveys, a majority of Americans choose not to ac-
cept more than a century of evidence on evolution by natural
selection. Academic intellectuals put the word “science” in
quotes, and members of the lay public reject vaccinations for
their children.

Scientific findings have long met with ambivalent responses:
A welcome mat rolls out instantly for horseless buggies or the
latest smartphones. But hostility arises just as quickly when sci-
entists’ findings challenge the political or religious status quo.
Some of the British clergy strongly resisted Charles Darwin’s
theory of evolution by natural selection. Samuel Wilberforce,
bishop of Oxford, asked natural selection proponent Thomas
Huxley, known as “Darwin’s bulldog,” on which side of his fami-
Iy Huxley claimed descent from an ape.

In Galileo’s time, officials of the Roman Catholic Church,
well-educated and progressive intellectuals in most respects,
expressed outrage when the Renaissance scientist reported
celestial observations that questioned the prevailing belief that
Earth was the center of the universe. Galileo was placed under
house arrest and forced to recant his views as heresy.

In principle, scientific thinking should lead to decisions
based on consideration of all available information on a given
question. When scientists encounter arguments not firmly
grounded in logic and empirical evidence, they often presume
that purveyors of those alternative views either are ignorant of
the facts or are attempting to discourage their distribution for
self-serving reasons—tobacco company executives suppressing
findings linking tobacco use to lung cancer, for instance. Faced
with irrational or tendentious opponents, scientists often grow
increasingly strident. They respond by stating the facts more
loudly and clearly in the hope that their interlocutors will make
more educated decisions.

Several lines of research, however, reveal that simply pre-
senting a litany of facts does not always lead to more objective
decision making. Indeed, in some cases, this approach might
actually backfire. Human beings are intelligent creatures, capa-
ble of masterful intellectual accomplishments. Unfortunately,
we are not completely rational decision makers.
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N PRINCIPLE, SCIENCE SHOULD SET ITSELF APART FROM THE HUE AND CRY OF PARTISAN BICKERING.
After all, the scientific enterprise reaches its conclusions by testing theories about
the workings of the natural world. Consider the porpoise. Based on its appearance
and aquatic home, the animal was assumed to be a fish. But evidence gleaned
from observing its bone structure, its lack of gills and the genes it holds in common
with other warm-blooded land animals leads to its being classified as a mammal
with a very high level of confidence.

Understanding why people engage in irrational thinking re-
quires combining knowledge from a range of psychological dis-
ciplines. As authors, each of us studies a separate area address-
ing how biased views originate. One of us (Cialdini) has exper-
tise in heuristics, the rules that help us to quickly make everyday
choices. Another of the authors (Kenrick) has studied how deci-
sions are distorted by social motives such as the desire to find a
mate or protect oneself from physical harm.

Yet another of us—Cohen—has investigated how religious be-
liefs affect judgment. Finally, Neuberg has studied simple cogni-
tive biases thatlead people to hold on to existing beliefs when
confronted with new and conflicting evidence. All of us, in dif-
ferent ways, have tried to develop a deeper understanding of the
psychological mechanisms that warp rationality.

Explaining why thinking goes astray is critically important to
dispel false beliefs that circulate among politicians, students or
even misinformed neighbors. Our own research and that of our
colleagues have identified key obstacles that stand in the way of
clear scientific thought. We have investigated why they arise and
how they might be challenged and ultimately knocked down.
Among the many hurdles, three in particular stand out:

Shortcuts. Human brains are endowed with a facile means for
dealing with information overload. When we are overwhelmed
or are too short on time, we rely on simple heuristics, such as
accepting the group consensus or trusting an expert.
Confirmation Bias. Even with ample time and sufficient interest
to move beyond shortcuts, we sometimes process information in
a manner less like an impartial judge and more like a lawyer
working for the mob. We show a natural tendency to pay atten-
tion to some findings over others and to reinterpret mixed evi-
dence to fit with preexisting beliefs.

Social Goals. Even if we surmount the first two obstacles, power-
ful forms of social motivation can interfere with an objective anal-
ysis of the facts at hand. Whether one is biased toward reaching
one scientific conclusion versus another can be influenced by
the desire to win status, to conform to the views of a social net-
work or even to attract a mate.

BEWARE THE SHORTCUT
MASTERY OF THE SCIENCES requires dealing with a set of difficult
concepts. Take Darwin’s theory of natural selection. To under-
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MARCH FOR SCIENCE in Los Angeles, one of many held last year, tried to bolster support for the scientific community
and for dealing with issues such as climate change. Pro-Trump counterdemonstrators also rallied.

stand it, one must comprehend a set of logical prem-
ises—that limited resources favor individuals who are
better able to procure food, shelter and mates, there-
by leading to selective representation of traits that
confer these skills to future generations. The student
of Darwinian theory must also know something
about comparative anatomy (whales have bone struc-
tures more similar to humans than they do to fish).
Another prerequisite is a familiarity with ecology,
modern genetics and the fossil record.

Although natural selection stands out as one of
the most solidly supported scientific theories ever ad-
vanced, the average citizen has not waded through
textbooks full of evidence on the topic. In fact, many
of those who have earned doctorates in scientific
fields, even for medical research, have never taken a
formal course in evolutionary biology. In the face of
these challenges, most people rely on mental short-
cuts or the pronouncements of experts, both strate-
gies that can lead them astray. They may also rely—at
their own peril—on intuition and gut instinct.

We use heuristics because they frequently work
quite well. If a computer malfunctions, users can
spend months learning about its various electronic
components and how they are connected—or they can
ask a computer technician. If a child develops a seri-
ous health problem, parents can study the medical lit-
erature or consult a physician.

But sometimes shortcuts serve us poorly. Consider
a classic 1966 study by psychiatrist Charles K. Hofling
and his colleagues on how things can go terribly
wrong when people rely on the title “Dr.” as a cue to an
individual’s authority. In the study, nurses working on
a busy hospital ward received a phone call from a man
who identified himself as the physician of a patient on
their floor. The stranger on the phone asked the nurs-

es on duty to go to the medicine cabinet and retrieve
an unfamiliar drug called Astroten and to administer
a dose twice as high as the daily maximum, violating
not only the boldly stated guidelines on the label but
also a hospital policy requiring handwritten prescrip-
tions. Did the nurses balk? Ninety-five percent obeyed
the unknown “doctor” without raising any questions.
Indeed, they had to be stopped on their way to the
patient’s room with the potentially dangerous drug in
hand. The nurses had unknowingly applied what is
known as the authority heuristic, trusting too readily
in a person in a position of responsibility.

CONFIRMATION BIAS
WHEN WE CARE ENOUGH about a topic and have the
time to think about it, we move beyond simple heu-
ristics to a more systematic analysis of the actual
evidence. But even when we try hard to retain an
objective perspective, our existing knowledge may
still get in the way.

Abundant evidence suggests that people pay se-
lective attention to arguments that simply reinforce
their own viewpoints. They find disagreement un-
pleasant and are inclined to dislike the bearer of
positions that run counter to their current beliefs.
But what happens if intelligent individuals are forced
to consider evidence on both sides of an issue?

In 1979 Charles Lord, then at Stanford University,
and his colleagues conducted a study with Stanford
students, who should have been able to make reason-
able judgments about scientific information. The stu-
dents were exposed to several rounds of scientific evi-
dence on the deterrence of the death penalty. They
might first read a description of a study that ques-
tioned whether capital punishment prevents serious
crime. It compared murder rates for the year before
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and the year after the implementation of capital punishment in 14
states. In 11 of the states, murder rates climbed after the death
penalty was established, implying that it lacks a deterrent effect.

Next, the students heard arguments from other scientists
about possible weaknesses in that study’s evidence. Then the
original researchers came back with counterarguments. After
that, the students heard about a different type of study suggest-
ing the opposite: that capital punishment stops others from com-
mitting crimes. In it, researchers compared murder rates in 10
pairs of neighboring states with different capital punishment
lIaws. In eight of the paired states, murder rates notched lower
with capital punishment on the books, supporting the death pen-
alty. Then students heard that evidence challenged, followed by a
counterargument to that challenge.

If the students began with a strong opinion one way or the
other and then performed a cold, rational
analysis of the facts, they might have
been expected to gravitate toward a mid-
dle ground in their views, having just
heard a mix of evidence that included sci-
entific claims that contradicted both po-
sitions for and against capital punish-
ment. But that is not what happened.
Rather students who previously favored
the death penalty became even more dis-
posed toward it, and opponents of it
turned more disapproving. It became clear that students on ei-
ther side of the issue had not processed the information in an
evenhanded manner. Instead they believed evidence that rein-
forced their position was stronger, whereas refutations of that
evidence were weak. So even if counterarguments can make it
Ppast our inner censors, we show an inclination to weigh those
arguments in a very biased manner.

A more recent study by Anthony-N. Washburn and Linda J.
Skitka, both at the University of Illinois at Chicago, seems to rein-
force the Stanford paper’s findings. The investigators tested the
theory that conservatives are more distrustful of scientific evi-
dence than liberals, perhaps because such individuals exhibit rigid
thinking and are less open to new experiences. What they discov-
ered, though, is that those on both the right and left reject scientif-
ic findings that do not jibe with their own political ideologies. The
authors gave 1,347 study participants scientific evidence on six hot-
button issues—climate change, gun control, health care reform,
immigration, nuclear power and same-sex marriage. A cursory
look at the evidence from scientific studies tended to favor one
side of the issue—the absolute numbers of crimes in cities with
stricter gun control might be higher than in cities without it. But a
closer look at the data might give credence to the opposite view—
percentage crime reductions in those same cities might actually
be greater than they were for cities lacking gun-control laws.

If the initial hasty inspection of the data tended to favor the
anti-gun-control group’s expectations, members would generally
look no further, content with finding results that supported their
particular bias. If the results contradicted the beliefs of the gun
advocates, they would scrutinize the details of the study until they
discovered the numbers that suggested the opposite conclusion.
If the researchers, moreover, later told one of the groups that
results favored the opposite side, its members tended to be skepti-
cal of the scientists who conducted the studies.
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THE SOCIAL PRESSURE GAUNTLET
ADDITIONAL OBSTACLES ARISE from the same powerful social im-
pulses that help us get along with others. Take the scenario of an
office party where an individual’s co-workers-sound off errone-
ous claims about evolution, global warming or evidence linking
vaccines to autism. Confronted with that situation, does one
object or keep quiet to avoid seeming disruptive?

Research on conformity runs deep in the psychological
annals. In a classic 1951 study of group dynamics, psychologist
Stanley Schachter observed what happened to an individual
who disagreed with the majority’s consensus. After trying unsuc-
cessfully to change the divergent opinion, other group members
ended up cutting off any further communication, ostracizing
the outlier. A 2003 functional magnetic resonance imaging
study by Kipling D. Williams, now at Purdue University, and his

Even if the human mind has many obstacles
to objective thinking, we shouldn’t accept
that ignorance and bias will always trlumph
Social psychology suggests ways of coping.

colleagues found that ostracism activates the brain’s dorsal
anterior cingulate cortex—the same region recruited when expe-
riencing physical pain. In a 2005 study, a team of researchers led
by Gregory Berns, a neuroeconomics professor at Emory Univer-
sity, and his colleagues found that disagreeing with a group to
which you belong is associated with increased activity in the
amygdala, an area that turns on in response to different types of
stress. Holding an opinion different from other group members,
even a correct one, hurts emotionally. It therefore comes as no
surprise that people are often reluctant to provide evidence
counter to what the rest of their group believes.

Social pressures can also influence how we process new in-
formation. Group consensus may encourage us to take recourse
in heuristics or to cling tightly to an opinion, all of which can in-
terfere with objective thinking.

Our own research team conducted a study in which partici-
pants would make aesthetic judgments about a series of ab-
stract designs and paintings and then read a passage designed
to put them in either a self-protective or a romantic frame of
mind. In the former condition, you might be asked to imagine
being awakened by a loud sound while alone at home. As the
scenario unfolded, it becomes clear that an intruder has entered
the house. You imagine reaching for the phone but finding that
the line is dead. A call for help receives no response. Suddenly,
the door to the bedroom bursts open to reveal the dark shadow
of a stranger standing there.

Alternatively, you might be randomly assigned to read an
account of a romantic encounter and asked to imagine being on
vacation and meeting an attractive person, then spending a
romantic day with the partner that ends with a passionate kiss.
Next you would enter a virtual chat room, joining three other
participants to evaluate abstract images, including one you had
earlier judged as of average interest. Before making the second



judgment, though, you learn that this image has been rated as
way below average by the other subjects.

So did study subjects change their initial judgment to con-
form to the other group members? How people responded de-
pended on their current goals. Study participants who had read
the home break-in scenario were more likely to conform to the
group judgment. In contrast, those exposed to the amorous sto-
ry answered differently depending on gender: women con-
formed, but men actually went against the group’s judgment.

Other studies by our team have found that fear can lead both
men and women to comply with group opinion, whereas sexual
motives prompt men to try to stand out from the group, perhaps
to show that they are worthy mates. Men, in this frame of mind,
are more likely to challenge the consensus and increase the risk-
iness of their actions. In all cases, though, our participants’ views
were shaped by their social goals in the moment. They did not
process available information in a completely objective way.

WHAT TO DO
IF THE HUMAN MIND is built with so many obstacles to objective
scientific thinking, should we just give up and accept that igno-
rance and bias will always triumph? Not at all. Research in
social psychology also suggests ways of coping with heuristics,
confirmation biases and social pressures.

‘We have seen that people frequently rely on heuristics when
they lack the time or interest to carefully consider the evidence.
But such rules of thumb can often be defeated with simple inter-
ventions. In one experiment by market researchers Joseph W.
Alba and Howard Marmorstein, subjects considered informa-
tion about a dozen separate features of two cameras. Brand A
was superior to brand B on just four of the features, but these
were features critical in considering camera quality—the expo-
sure accuracy, for instance. Brand B, on the other hand, came
recommended as superior on eight features, all of which were
relatively unimportant—having a shoulder strap, for example.
Some subjects examined each attribute for only two seconds;
others had more time to study all the information.

‘When they had only two seconds to evaluate each feature, only
a few subjects (17 percent) preferred the higher-quality camera,
most opting instead for the one with a greater number of unim-
portant functions. When the subjects were given sufficient time
and allowed to directly compare the two cameras, however,
more than two thirds favored the camera with the few features
key to its overall quality. These results suggest that when com-
municating complicated evidence, sufficient time is needed to
switch from a heuristic to a systematic mode of thinking that
allows for better overall evaluation.

Confirmation biases can often be overcome by changing
one’s perspective. The same Stanford researchers who studied
attitudes toward capital punishment also investigated how to
change them. They instructed some students to remain objective
and weigh evidence impartially in making a hypothetical deci-
sion related to the death penalty. That instruction had no effect.
Other students were asked to play their own devil’s advocate by
considering what their opinions would have been if the research
about the death penalty had contradicted their own views. Bias-
es suddenly vanished—students no longer used new evidence to
bolster existing preconceptions.

One way to counteract social pressures requires first explor-

ing whether agreement within the group really exists. Someone
who disagrees with an erroneous opinion can sometimes open
other group members’ minds. In a 1955 Scientific American arti-
cle, social psychologist Solomon E. Asch described studies on
conformity, finding that if a single person in the group disagreed
with the majority, consensus broke down. Similarly, in Stanley
Milgram’s famed studies of obedience—in which participants
were led to believe that they were delivering painful shocks to an
individual with a heart problem—blind obedience dissipated if
other team members chose not to obey.

Fear increases the tendency toward conformity. If you wish
to persuade others to reduce carbon emissions, take care whom
you scare: a message that arouses fear of a dystopian future
might work well for an audience that accepts the reality of cli-
mate change but is likely to backfire for a skeptical audience.

‘We have provided a few simple suggestions for overcoming
psychological obstacles to objective scientific thinking. There is
a large literature on persuasion and social influence that could
be quite useful to anyone attempting to communicate with a
group holding beliefs that fly in the face of scientific evidence.
For their part, scientists need to adopt a more systematic ap-
proach in collecting their own data on the effectiveness of differ-
ent strategies for confronting antiscientific thinking about par-
ticular issues. It is essential to understand whether an individu-
al’s resistance to solid evidence is based on simple heuristic
thinking, systematic bias or particular social motives.

These steps are critical because antiscientific beliefs can lead
to reduced research funding and a consequent failure to fully
understand potentially important phenomena that affect public
welfare. In recent decades government funding has decreased
for research into the health impact of keeping guns in the home
and of reducing the harmful effects of air pollution. Guns in the
home are frequently involved in teenage suicides, and an over-
whelming scientific consensus shows that immediate measures
are needed to address the planet’s warming,.

It is easy to feel helpless in the face of our reluctance to em-
brace novel scientific findings. Still, there is room for optimism:
the majority of Galileo’s fellow Italians and even the pope now
accept that our planet revolves around the sun, and most of Dar-
win’s compatriots today endorse the theory of evolution. Indeed,
the Anglican church’s director of public affairs wrote an apology
to Darwin for the 200th anniversary of his birth. If scientists can
incorporate the insights of research on the psychological obsta-
cles to objective thinking, more people will accept objective evi-
dence of how the natural world functions as well.
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